
Title of the special session:  Trustworthy AI for Social Impact 

Objective of the special session: The special session aims to promote the development of ethical, 

transparent, and accountable AI systems that can be trusted to make decisions that benefit society. 

The track will discuss  a wide range of topics, including building trust in AI systems through 

transparency and explain ability, promoting responsible AI practices, developing AI systems that are 

fair and unbiased, protecting privacy and security in AI systems, and ensuring that AI systems can be 

trusted to make decisions that have a positive social impact. 

 

Topic of the special session:  

1. Building trust in AI systems through transparency and explain ability. 
2. Discrimination, Bias, Fairness, and Trustworthy AI 
3. Trustworthy AI Implementation (TAII) Framework for AI Systems 
4. Ensuring the ethical use of AI by promoting responsible AI practices. 
5. Developing AI systems that are fair and unbiased. 
6. Protecting privacy and security in AI systems. 
7. Developing AI systems that can be trusted to make decisions that have a positive social 

impact. 
8. Federated Learning for social applications. 
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